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A software-based method for collecting precession electron diffraction (PED) patterns is described. The

PED patterns are obtained on a computer controlled transmission electron microscope. A series of

electron diffraction (ED) patterns are collected as still ED frames at equal intervals, while the electron

beam is precessed by one period (3601) around the optical axis. A PED pattern is obtained by combining

the different ED frames, which resembles the sampling of a conventional PED pattern. Since intermediate

ED frames are collected, it is possible to perform different post-processing strategies on the ED data. This

can be used for geometric corrections to obtain accurate integrated intensities. The alignments and data

collection are fully automated and controlled by software. The data quality is comparable to what can be

achieved using specialized hardware for precession. The PED data can be used for structure solution and

refinement with reasonably good R-values.

& 2010 Elsevier B.V. All rights reserved.
1. Introduction

After Vincent and Midgley first described precession electron
diffraction (PED) in 1994 [1], a few laboratories built their own
devices for PED [2–4]. It was only when a commercial precession
unit was made available by NanoMEGAS (‘‘Spinning Star’’) in 2004
[5] that the method became widely spread. Today PED is performed
in dozens of laboratories world-wide. In a PED data collection, the
electron beam is tilted off the optical axis by a precession angle j
and precessed with an angle o around the optical axis on the
surface of a cone (Fig. 1), where one period of precession corre-
sponds to o from 01 to 3601. After passing through the specimen,
the electron beam is tilted back, so that the direct beam coincides
with the optical axis (de-scan). With the PED method, dynamical
effects may be reduced, because only a few reflections are in Bragg
condition simultaneously. The intensity data can then be treated
within the kinematical approximation, which makes all the struc-
ture solution methods developed for the X-ray diffraction, such as
the direct methods, Patterson method and charge flipping available
also for electron diffraction. The PED technique has been success-
fully applied to a number of structural studies [6–15]. It also
showed great benefits for crystal symmetry determination [16,17].

In a conventional, hardware precession system such as the
‘‘Spinning Star’’, the TEM coils used for controlling the electron
ll rights reserved.
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beam are controlled by a dedicated external electronic device,
which provides simultaneous and continuous signals for beam tilt
and de-scan. During the electron beam precession, the Ewald
sphere scans through every reflection, with different excitation
errors s depending on o (Fig. 2). The final PED pattern is a
continuous integration of the reflections over the entire range of
o. In general, this integration is repeated several precession
periods, because a typical exposure time is much longer than the
time of each precession period. Information about the shape of the
reflections is lost by integrating over o; the PED pattern contains
only the integrated intensities. Furthermore, in a PED pattern,
reflections at low angle stay in Bragg condition for longer time than
those at high angles. This leads to a geometrical error in PED
patterns, the so-called Lorentz effect that needs to be corrected for.
Correction factors for Lorentz effect have been proposed [1,18].

CCD cameras and modern electron microscopes are computer-
controlled, offering interfaces to write programs and to do script-
ing. It is thus possible to collect electron precession diffraction
patterns by software and to automate all necessary alignment
procedures. The prospect of developing a precession electron
diffraction program has been discussed [19]. To our knowledge,
the first implementation of software-based PED was reported only
recently [20]. One of the most important advantages of the soft-
ware-based PED is that no dedicated PED hardware is needed to be
attached to the TEMs, which makes the installation easier and free
of possible interference with other TEM functions. Although data
collection based on software is slower than hardware precession
with dedicated electronics to control the TEM coils, software-based
PED data collection with automatic alignment procedures will save
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Fig. 1. Schematic diagram of the electron beam path for precession electron

diffraction in a TEM.

Fig. 2. Schematic representation of the sampling method. The Laue circles of three

consecutive electron beam tilts (o1, o2 and o3) are indicated by thin, intermediate

and thick circles, respectively. (Above) The three Laue circles together with the
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a large amount of user’s interactions and time in the alignment and
fine-tuning. Software-based precession also has other advantages
that will be discussed in this article. Here, we introduce a sampling
method for software-based PED data collection and propose data
post-processing procedures for Lorentz correction.
direct beam and a reflection (h k l) viewed both along the optical axis. (Below) An

intersection perpendicular to the optical axis containing the direct beam and the

reflection (h k l). In the intersection plane, the radii of the intersection circles of the

Ewald sphere are different, depending on the angle o. Different diffraction

intensities, I, are observed when the Ewald sphere intercepts the reflection at

different values of the excitation errors. A profile of the reflection (h k l) can be

reconstructed by combining the observed intensities and the corresponding

excitation errors.
2. Experimental

Crystals of K2O �7Nb2O5 (space group P4/mbm (No. 127),
a¼b¼27.5 Å, c¼3.94 Å), which are stable under the electron
beam, were used as a test sample for data collection. The crystal
structure was determined by HRTEM [21]. Recently, we showed
that the structure could also be solved by direct methods from the
PED data recorded by the Spinning Star precession unit [22]. The
crystal structure of an isotypic compound, Tl2O �7Nb2O5, was
solved by X-ray crystallography [23].

A small amount of K2O �7Nb2O5 crystals was crushed in an agate
mortar and dispersed in ethanol. After ultrasonic treatment, a drop
was taken from the dispersion and transferred to a copper grid
covered with a holey carbon film.

PED data were collected on a JEOL JEM2100 TEM operated at
200 kV. The diffraction patterns were recorded using either an
upper mounted Gatan ES500W Erlangshen camera or a bottom
mounted Gatan SC1000 ORIUS CCD camera. A series of 120 ED
frames was recorded by changing the angle o in steps of 31. PED
data were post-processed by a program written in DigitalMicro-
graph script. Intensities of reflections were extracted from raw- or
post-processed diffraction patterns using the programs ELD [24]
and analyzed by Triple [25]. Structure solution and refinement
were performed, using the program SHELX-97 [26]. Starting values
for the atomic positions were taken from the crystal structure of
Tl2O �7Nb2O5 [23]. Because refinements of oxygen and potassium
positions were not stable and resulted in unreasonable atomic
positions, only the positions of Nb atoms were refined, whereas
positions of O and K atoms were kept fixed. In addition, isotropic
displacement parameters were refined and constrained to be
identical for each element. In total, 17 parameters were refined
using two-dimensional data sets containing 305 unique reflections
up to 1.0 Å resolution. Kinematically forbidden reflections (h00:
h¼2n+1; 0k0: k¼2n+1), which are observed in the PED patterns,
were excluded. The quality of the PED data was evaluated by
calculating the R factor for merging symmetry equivalent reflec-
tions, Rmerge, using the program SHELX-97 [26]

Rmerge ¼

P
hk F2

o ðhk0Þ�F2
symðhk0Þ

���
���

P
hkF2

o ðhk0Þ
ð1Þ

Both summations in Eq. (1) involve only those reflections for
which symmetry equivalents are present in the data set. The high
(tetragonal) symmetry of the crystal, in combination with the large
unit cell parameter a (27.5 Å), which results in a large number of
reflections in a [0 0 1] zone axis pattern, is very useful for this
purpose. Because most of the reflections were very weak and
relatively unreliable in the region beyond 1 Å resolution, only
reflections within 1 Å resolution (2315 reflections in total, of which
305 unique) were used in the calculations of Rmerge and for the
structure refinement. The standard deviations of integrated inten-
sities, s(I), were estimated to be 1% of the intensity of the strongest
reflection. Two indicators R1 and /DrS were used to judge the
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quality of the structure refinement

R1¼

P
9Fo9�9Fc9
�� ��
P

Foj j
ð2Þ

and

Drh i ¼
1

N

X
N

rrefined�rreference

�� �� ð3Þ

where /DrS is the average shift of the framework Nb atom
positions rrefined with respect to the positions rreference in the
reference structure (Tl2O �7Nb2O5). In the present case, there are
N¼7 framework Nb atoms with refinable positions.
Fig. 3. Flow chart of the automatic digital PED alignment and data acquisition

procedure.
3. Description of the digital sampling method

3.1. The sampling method

Rather than the continuous electron beam precession achieved
by conventional precession units, in the digital sampling method
the beam is moved around in a circle with constant steps in
sufficiently many discrete points. This is possible with computer-
controlled TEMs. During data collection by the digital sampling
method, the electron beam is precessed around the optical axis in
discrete angles oi, where 01roio3601 (Fig. 1). For each oi, an ED
frame is recorded and stored. A full PED pattern is obtained by
adding up all the ED frames. If the number of ED frames is large
enough, this summed ED pattern is essentially identical to a
conventional PED pattern. In addition, the ED frames contain
more valuable information than a single PED pattern, since each
reflection is intercepted by the Ewald sphere at different excitation
errors by a series of consecutive ED frames as shown schematically
in Fig. 2. This allows us to extract information on the reflection
intensity profiles and to implement post-processing procedures to
correct for Lorentz effect, so that accurate diffraction intensities can
be obtained.

3.2. Electron beam path

The electron beam path for the digital precession electron
diffraction is shown in Fig. 1. The electron beam is controlled by
the condenser lens (CL) deflection coils and the image shift (IS)
deflection coils. First, the electron beam is tilted by a pair of CL
deflection coils using the beam tilt function in a TEM, which is often
used for recording dark field images. An upper CL deflection coil
tilts the electron beam off the optical axis by an angle of j. This
moves the electron beam away from the crystal. A lower CL
deflection coil then brings the electron beam back to the same
position of the crystal by applying an angle of �2j. The upper and
lower CL deflection coils are combined so that the electron beam
remains stationary on the crystal as the electron beam is tilted and
precessed.

Below the specimen, the direct beam is thus off the optical axis
by �j and will move as the electron beam is precessed. To make
the direct beam stationary at the recording media (for example a
CCD camera), we must use extra deflection coils below the speci-
men to compensate for the displacement, i.e. to de-scan the
electron beam. There are two choices for the de-scan: by using
IS deflection coils or using the projector lens deflection coils. We
choose IS deflection coils, because they are placed above the
intermediate lenses, so that the de-scan settings will be indepen-
dent of the camera length. Two IS deflection coils (upper and lower)
are combined to de-scan the direct beam. The upper IS deflection
coil deflects the direct beam by 2j towards the optical axis of the
TEM and finally the lower IS deflection coil tilts the electron beam
by �j back onto the optical axis, so that the direct beam stays at
the same position on the CCD camera in the diffraction mode.

3.3. Description of the alignment and data collection procedure

The important criteria for precession electron diffraction are
that (1) the electron beam should precess in a strictly conical way
around the optical axis with constant precession angle, and remain
at the same position of the crystal; (2) after the de-scan, the direct
beam should go along the optical axis and stay at the same position
in every ED frame. The PED data are collected fully automatically by
a software that controls the CL and IS deflection coils as well as the
CCD camera. Prior to data acquisition, all the deflection coils must
be aligned, which is done by the software using an automatic
alignment procedure. In addition, the precession angle and the CL
deflection coils also need to be calibrated in advance at each
accelerating voltage. The following steps are needed; they are
described in detail below. The procedure is schematically sum-
marized in a flow chart in Fig. 3.

3.3.1. Initial TEM alignment

Initial TEM alignment needs to be done according to the
instructions from the manufacturer of the TEM. The alignments
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of the tilt and shift balances of the CL deflection coils are especially
important, since they control whether the same area of the crystal
is illuminated during the electron beam precession. The objective
lens current should be adjusted to its optimum value and the
sample should be placed at the eucentric height.

3.3.2. Automatic de-scan alignment

The de-scan is performed by the IS deflection coils below the
specimen. These IS deflection coils should synchronize with the CL
deflection coils above the specimen, so that the direct beam always
remains at the same position on the detector during the electron
precession. The IS deflection coils influence the electron beam in
both image and diffraction modes. Misalignment of a deflection coil
results in a movement of the electron beam in diffraction and/or
image mode. These movements are measured by calculating the
cross-correlation of the ED frames or images with and without
applying the electron precession, and subsequently corrected by
the IS deflection coils. The alignment of the IS deflection coils is
done in both diffraction and image modes. First the upper IS
deflection is aligned in the diffraction mode (DIFF), and then the
lower IS deflection coil is aligned in an image mode (DIFF MAG).
When the lower IS deflection coil is aligned in an image mode,
displacements of the electron beam show up in the diffraction
mode. The alignment in diffraction and image mode is iterated until
the electron beam remains at the same positions in both diffraction
and image modes (Fig. 3). Only a few iterations are often enough for
such an alignment. Because each deflection coil is composed of
x- and y-deflectors, the alignment needs to be done on both x- and
y-directions, with o¼01 and 901, respectively. The beam tilt in any
other direction is obtained by combining the x- and y-deflectors.
The settings for the IS defection coils are saved and can be reloaded.
The de-scan alignment is done automatically by the software
and one such alignment is often enough throughout each TEM
session.

3.3.3. Calibration of the precession angle and the CL deflection coils

The precession angle, i.e. the tilt angle of the electron beam
generated by the CL deflection coils, has to be calibrated. This is
done without the de-scan by measuring the displacement of the
direct beam on the diffraction pattern of a standard powder sample,
for example, Al or Au powder. Based on our tests, it suffices to
calibrate a small number of beam tilts and interpolate for other
angles. The precession angle (j) is calculated from the direct beam
shift Rbeam and the radii of a powder ring Rring in the diffraction
pattern using the following equation: sinf=sin2y¼ Rbeam=Rring,
where y is the Bragg angle for the powder ring and can be calculated
from the corresponding d-value of the powder ring and the electron
wavelength using the Bragg equation: 2d sin y¼l. The calibration
of the CL deflection coils needs to be done on both x- and y-

directions, and for each accelerating voltage.
It is important to ensure that the beam tilt angle is exactly the

same in x- and y-directions so that the electron beam precesses in a
strictly conical way to generate a perfect circle on the CCD camera
in the diffraction mode. The settings are saved and just need to be
reloaded for data acquisition.

3.3.4. Data acquisition

Before data acquisition, one should make sure that the above
mentioned alignment and calibration have been done. A thin
crystal should be selected and oriented with a certain zone axis
exactly parallel to the optical axis. The objective lens current should
be adjusted to its optimum value. The specimen should be placed at
the eucentric height.

As shown in Fig. 3, the user should specify a precession angle
(j), the number of ED frames (N) and an exposure time for the data
collection. The precession step (Do) is determined by N, as
Do¼3601/N. To collect an ED frame i, the electron beam is tilted
off the optical axis by j and precessed around the optical axis by
oi¼(i�1) �Do, using the CL deflection coils and the corresponding
pre-saved settings. Below the specimen, the electron beam is de-
scanned by the IS deflection coils according to the pre-saved
settings. Then, an individual ED frame is recorded using a CCD
camera, before proceeding to the next angle oi+1. At each step, an
ED frame is obtained and stored. The data collection time of the
software-based electron precession diffraction depends on the
exposure time, the number of ED frames and the speed of the CCD
camera. In our case, we used 0.1–0.5 s exposure time for the
individual ED frames, which resulted in a total acquisition time of
20–60 s for collecting one full PED data set, composed of 120 ED
frames.

3.4. Data processing

3.4.1. sum-PED

If all the alignments are done properly, the direct beam of all ED
frames should share the same position. Then, all the ED frames can
be simply added up to get a combined diffraction pattern, which is
equivalent to a conventional PED pattern and is designated sum-
PED in the following. Our data showed that the positions of the
direct beam on different ED frames within each series differ by 1–2
pixels (with a standard deviation of one pixel), which makes the
summation possible. Otherwise the individual ED frames have to be
aligned with the common direct beam before they are added
together.

3.4.2. Lorentz corrected sum-PED

Lorentz effect on PED is purely geometric, in an analogy with
similar effects due to the geometry and data collection procedure in
the X-ray diffraction. This effect results in different number of
sampling points for low and high angle reflections, which leads to
systematically enhanced intensities of low-angle reflections in
both conventional and sum-PED, as will be discussed in Section 4.1.
The intensities corrected for the Lorentz effect, Icorr, are calculated
from the intensities summed over all ED frames Isum, according to
the analytical expression proposed by Gjønnes [18]

Icorrðhk0Þ ¼
R0g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�ðg=2R0Þ

2
q

2K
Isumðhk0Þ ð4Þ

where R0 is the radius of the Laue circle (Kd sin(j) with precession
angle j), g is the length of the scattering vector of the reflection
(h k 0), and K is the length of the incident electron wave vector.

3.4.3. max-PED

We have implemented a max function, where the intensity at
each pixel in the final PED (max-PED) pattern represents the
highest value for this particular pixel among all the ED frames. A
max-PED pattern contains an intensity from each reflection, when
it is very close to or at an exact Bragg condition. The max-PED is
basically free of Lorentz effect, because we only consider the
highest intensity of the series of measurements for a reflection.

3.4.4. integrated-PED

Once the orientation of the incident electron beam has been
perfectly aligned along a certain zone axis of the specimen, the
position and radius of the Laue circle can be calculated for the ED
frames. Only reflections exactly on the Laue circle are in the exact
Bragg condition. However, each reflection is extended in reciprocal
space, and will contribute scattered intensity even if it slightly
deviates from the exact Bragg condition with a so-called excitation
error s. The excitation error is defined to be negative, if a reflection
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is inside the Ewald sphere and positive if it is outside. Excitation
errors of all reflections on each ED frame can be estimated. This
allows us to plot the intensity profile of any given reflection, as a
function of the excitation error, i.e. a rocking curve, from a series of
ED frames, as is done in Fig. 5.

Integrated intensities are equal to the area under the intensity
profile of a reflection along the excitation error. Thus, different
numbers of sampling points for low and high angle reflections will
not affect the integrated intensity, i.e. integrated-PED patterns are free
from Lorentz effects. An integrated-PED pattern is obtained by first
calculating the excitation error for each pixel in every ED frame, and
then integrating the intensity profile for each pixel as follows:

Iintegrated
pixel ¼

XN�1

i ¼ 1

Ipixel, iþ Ipixel, ðiþ1Þ

2
si�siþ1

�� �� ð5Þ

where s is the excitation error (in Å�1), N is the number of ED frames
and i is the frame index.
Fig. 4. (a) SAED pattern taken from a thin specimen of K2O �7Nb2O5; (b) a single ED frame

pattern by summation of ten consecutive ED frames; (d) sum-PED pattern by summation

marked; (e) max-PED pattern obtained by using the maximum intensity values at each

intensity over the excitation errors. High angle reflections in (e) and (f) show higher inten

have been corrected. (c), (d), (e) and (f) are collected with a precession angle of 1.11 an
4. Results and discussion

4.1. Example: PED at a precession angle of 1.11

A set of PED data was collected using the sampling method with a
precession angle of 1.11. A PED data set collected with 120 ED frames is
shown in Fig. 4. A [0 0 1] zone axis was found on a thin specimen of
K2O �7Nb2O5 and the crystal was well aligned before starting the data
collection program (Fig. 4a). When the data collection started, the
electron beam was tilted away from the optical axis of the TEM by the
precession angle of 1.11 and an ED frame was recorded (Fig. 4b). Then,
another ED frame is obtained by precessing the electron beam around
the optical axis byDo, which equals to a precession step of 31. After a
number of ED frames have been collected, a partial combined pattern
can be obtained by adding the individual ED frames (Fig. 4c). When
the electron beam has been precessed by the full circle of 3601, the
data collection is completed and a final combined pattern, sum-PED, is
obtained (Fig. 4d).
taken from the same specimen as the SAED pattern shown in (a); (c) a combined ED

of all 120 ED frames. Two reflections (6 6 0) (d¼3.24 Å) and (19 19 0) (d¼1.02 Å) are

pixel, from all individual ED frames; (f) integrated-PED pattern by integrating the

sity compared to those in the sum-PED pattern, because the geometrical distortions

d a precession step of 31. 120 ED frames are recorded in total.
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In Fig. 4b, the Laue circle is clearly seen. The calculated values of
the excitation error for the ED frame in Fig. 4b are shown in Fig. 5a.
The inner white circle, passing through the direct beam, indicates
the Laue circle, where the excitation error is equal to zero. The outer
circle indicates an excitation error of 0.008 Å�1. These two circles
share the same origin, where the excitation error has its minimum
value, �0.008 Å�1.

The rocking curves of the (6 6 0) and (19 19 0) reflections
(d(6 6 0)¼3.24 Å, d(19 19 0)¼1.02 Å) marked in Fig. 4d are shown in
Fig. 5b and c, respectively. The reflection (19 19 0) is 0.98 Å�1 away
from the (0 0 0) reflection. This is approximately three times as far
as (6 6 0) which is at 0.31 Å�1. Thus, the Ewald sphere sweeps
through (19 19 0) about three times faster than through (6 6 0).
Thus, there are less sampling points across the peak (19 19 0). In
other words, there are less ED frames that contain an intensity from
the (19 19 0) reflection compared to the (6 6 0) reflection. This
introduces a systematic error in the sum-PED pattern. Once
rocking curves of all reflections are known, this systematic error
can be corrected by post processing according to one of the
following two approaches, max-PED and integrated-PED defined
in Section 3.4.
Fig. 5. (a) An ED frame with the estimated excitation errors marked. The frame is the sa

(marked in Fig. 4d), as a function of an excitation error s. The black dots show how the pr

in (c).
The PED data set shown in Fig. 4 is treated with the max function
to produce a so-called max-PED pattern. Compared to the sum-PED
pattern (Fig. 4d), the max-PED data (Fig. 4e) shows much higher
signal-to-noise ratio. The relative intensities of the high angle
reflections are increased compared to sum-PED data, and many
high angle reflections that are invisible in the sum-PED pattern
become visible in a max-PED pattern. The integrated-PED pattern
(Fig. 4f) looks very similar to the max-PED pattern, but both are
distinctly different from the sum-PED.
4.2. Number of ED frames

The number of ED frames needed depends on the peak widths
and the resolution of the reflections at the highest diffraction angle
(compare Fig. 5b and c). In order to sample a peak, at least three
sampling points are recorded within the full width at half max-
imum (FWHM) of the peak. The intensity curve of the (19 19 0)
reflection as a function of excitation error s obtained from 120 ED
frames contains three sampling points above half the maximum
peak height (Fig. 5c). Thus, here, 120 ED frames are sufficient to get
me as in Fig. 4b. (b) and (c) Intensity profiles of the (6 6 0) and (19 19 0) reflections

ofiles are sampled. The profile in (b) has three times more sampling points than that



Fig. 6. The influence of the number of ED frames on the R value for merging

symmetry-equivalent reflections, Rmerge, for an integrated-PED pattern recorded at

1.11 precession angle.

Fig. 7. Ratio of integrated intensity extracted from sum-PED and integrated-PED

patterns. The solid line represents the correction function proposed by Gjønnes [18].

Only reflections with I40.03 Imax were used to calculate the intensity ratio in order

to minimize the effects of noise.
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enough sampling points on a reflection with d-spacing close to 1 Å.
If there are less sampling points, the reflection profile will be too
poorly defined for an accurate intensity integration. The width of
the reflections depends on crystal thickness and other factors. If
only data to lower resolution are to be collected, for example 3.24 Å
as the (6 6 0) reflection, then a smaller number (40) of ED frames
would be enough to get three sampling points above half the
maximum peak.

The effect of the number of ED frames can be judged by
extracting the integrated intensities for all reflections present in
the PED pattern, and then calculating the R value for merging
symmetry-equivalent reflections, Rmerge. This approach is particu-
larly justified when only the integrated intensities are of interest,
e.g. for solving and refining crystal structures. If a detailed
reconstruction of reciprocal space is needed, a finer precession
step width is desirable to get more ED frames. An insufficient
number of ED frames leads to an increased Rmerge, because different
but symmetry-equivalent reflections are intersected differently by
the Ewald sphere. In the present study, Rmerge did not decrease
much when more than 20 ED frames were used, as seen in Fig. 6.
The integrated-PED pattern obtained using 20 ED frames displays
only small deviations from the 4mm symmetry. Using 120 rather
than 60 ED frames did not improve the data quality significantly.
For thicker crystals and if data resolution considerably higher than
1 Å resolution is aimed at, it may be necessary to collect 120 or even
more ED frames.
Fig. 8. (a) Projected electrostatic potential map obtained by direct methods using

intensities extracted from the integrated-PED pattern. (b) The structure model of

K2O �7Nb2O5 viewed along the short c-axis.
4.3. integrated-PED: correction of Lorentz effect

As described in Section 4.1, the Lorentz effect leads to system-
atically enhanced intensities of low-angle reflections, if the inten-
sities are just summed up (sum-PED or conventional PED). Our
approach to Lorentz correction is rather fundamental: the sampling
rate problem is circumvented by taking the step size between
sampling points into account—for each individual pixel. Although
analytical expressions for the Lorentz correction have been
proposed for correction of integrated intensity data [18], the
correction sometimes resulted in poor intensity data for structure
determination [6]. With the sampling method, both the corrected
(integrated-PED) and the uncorrected (sum-PED) data are available,
so we can derive the Lorentz correction factor from experimental
data by dividing the integrated intensities of reflections extracted
from sum-PED and integrated-PED patterns, as shown in Fig. 7. The
ratio of integrated intensity extracted from sum-PED and inte-

grated-PED patterns matches the correction function (Eq. (4))
proposed by Gjønnes [18] very well. On the other hand, as has
been discussed in Section 4.2, a sufficient number of sampling
points is significant for the calculation of integrated-PED.
4.4. Comparison of sum-, Lorentz corrected sum-, max- and

integrated-PED data

In order to obtain a quantitative measure for data quality, sum-
PED, max-PED and integrated-PED patterns were processed. Inten-
sities were extracted from each of the PED patterns using ELD [24],
and used for the structure refinement of K2O �7Nb2O5. In addition, a
Lorentz correction according to the analytical expression in Eq. (4)
[18] was applied to the sum-PED data to obtain the Lorentz
corrected sum-PED data. All Nb atoms could be located from the
projected electrostatic potential map obtained by direct methods
from each of the intensity data sets of sum-PED, Lorentz corrected
sum-PED, max-PED and integrated-PED, although the potential
maps are of different quality (Fig. 8 and Supporting information
Fig. S1). The worse map is that from the sum-PED data and the best



Table 1
Results of structure refinement on PED data collected at 1.11 precession angle with

different data processing strategies. All 305 unique reflections between 15.0 and

1.0 Å resolution are used. They are all observed with I42s(I) in the case of the sum-

PED, integrated-PED and Lorentz-corrected sum-PED data. The max-PED data

contains 291 reflections with I42s(I). /DrS is the average shift of the Nb positions

with respect to the positions in the reference structure [23].

Data set sum-PED max-PED integrated-PED Lorentz-corrected

sum-PED

Rmerge 5.5% 7.5% 12.1% 6.5%

R1 (all) 25.1% 27.8% 19.7% 18.8%

/DrS/Å 0.07(4) 0.07(4) 0.06(3) 0.04(3)
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maps are those from the Lorentz corrected sum-PED and integrated-
PED data, which are in fact very similar (Fig. S1).

Three indicators are then used to assess the data quality: (i) the
R value for merging symmetry-equivalent reflections, Rmerge,
(ii) the R value for the crystal structure refinement, R1 and
(iii) the average shift /DrS of refined atomic positions compared
to the atomic positions from the reference model, i.e. the iso-
structural Tl2O �7Nb2O5 solved by X-ray crystallography [23].
Rmerge allows judging the intrinsic data quality, such as statistical
intensity variations between equivalent reflections, but also devia-
tions from the zone axis. The remaining two indicators, R1 and
/DrS, allow judging the fitness of the data set for electron
crystallography, or, more specifically, for crystal structure refine-
ment. Assuming that the structural model is correct, R1 measures
precision and /DrS measures accuracy. Results of structure
refinement on PED data for different data processing strategies
are summarized in Table 1. Rmerge is lower than 10% for both sum-
PED and max-PED data, indicating sufficiently high data quality for
structure refinement. The Rmerge of the integrated-PED data is
larger, which may be caused by slight misalignment of the crystal:
even a slight misalignment of the crystal will lead to wrong
estimates of the excitation error in the ED frames, especially for
the high-resolution reflections. This error will in turn lead to errors
in the integrated intensities. If the misalignment is small, it will not
show up in the sum-PED and max-PED data, because neither the
sum nor the maximum of a reflection is influenced as long as the
Ewald sphere sweeps through the reflection. While structure
refinement on max-PED data resulted in slightly larger R1
(27.8%) compared to sum-PED data (25.1%), significantly smaller
R1 values (19.7%) are observed for refinements on integrated-PED
data. However, /DrS is almost the same for the three data sets,
about 0.07 Å. Refinement using the integrated-PED data gives a
slightly smaller/DrS and a smaller uncertainty in the Nb positions.
Even lower R1 values (18.8%) were achieved by applying a Lorentz-
correction to the sum-PED data, which also improved /DrS.
Lorentz-correction of sum-PED data leads to an intensity distribu-
tion close to that of integrated-PED data, but it is free from errors
arising from wrong estimates of the excitation error caused by a
slight misalignment of the crystal.

It should be mentioned that the crystal of K2O �7Nb2O5 used
here has one short (o4 Å) axis and a mirror plane perpendicular to
the short axis. In such special cases (which are not uncommon
among metal oxides), all atoms have to be located exactly in one of
the two mirror planes that cut each unit cell at z¼0 and z¼½. A very
large fraction of all the unique diffraction data is then collected in a
single projection along that short axis, from which the positions of
heavy metal atoms can be found. In a general case, where all unit
cell dimensions are larger than 5 Å, it is necessary to collect
several zone axes or ideally complete 3D data sets. This can be
achieved by electron diffraction tomography [27] or the rotation
method [28].
5. Conclusions

We have presented a new software-based precession electron
diffraction method, the digital sampling method. The alignment and
calibration of the TEM coils for electron beam precession and data
collection are completely controlled by software, which replaces the
hardware precession devices on a TEM. All the above mentioned
procedures are automatic, which simplify the operation procedure and
save operation time. The alignment result is often better than what a
skillful operator can achieve. By the sampling method, information
about the shape of a reflection, which is lost in the conventional PED
pattern, is preserved. The digital sampling method provides data for
reconstructing the intensity profile of a reflection, and allows perform-
ing various data processing procedures. The intensity profile of a
reflection may be used for an estimation of the crystal thickness, for
studies of diffuse scattering or as a parameter for dynamical structure
refinement. The Lorentz effect is effectively corrected in integrated-PED
data. The intensities extracted from the PED data using different data
processing procedures could all be used for partial structure solution
and refinement of the K2O �7Nb2O5 crystal. The best results were from
the integrated-PED (R1¼19.7%) and the Lorentz-corrected sum-PED
(R1¼18.8%). We think this development is just one of the many new
possibilities arising, now that computer controlled electron micro-
scopes and detectors are becoming available.
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